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Educational Background:  
• Xi’an Jiaotong University, Special Gifted Youth Class, 1999 
• Xi’an Jiaotong University, Computer Science and Technology, B.S. Degree 2004, 

Ph.D. Degree 2010 
• Blekinge Institute of Technology, Computer Science Department, Sweden, Visiting 

PhD Student supported by China Scholarship Council, 2007-2009 
 
Research Interests: Bioinformatics, machine learning, deep learning 
 
Work Experiences: 
2010.7－2019.8, Senior Lecturer Staff,  School of Information Engineering, Zhengzhou 
University 
2019.8－2022.8, Postdoctoral Associate, The Jackson Laboratory for Genomic Medicine 
2022.9－, Associate Research Scientist, The Jackson Laboratory for Genomic Medicine 
 
Awards and Honors: 
• 2020 UConn Health / Jackson Laboratory Postdoc Research Week Speak4Science 

First Place 
• 2017 The key project and general project of Zhengzhou University's student 

innovation and entrepreneurship training top-notch talents, supervisor teacher 
• 2013 Henan Province Natural Science Paper Award, the second prize 
• 2010 Xi'an Jiaotong University Peng Kang Scholarship and Outstanding Graduate 
• 2007 China Scholarship Council Joint PhD Training Scholarship 
• 2005 China National Postgraduate Mathematical Contest in Modeling, the second 

prize 
• 2003 ACM/ICPC International College Student Programming Contest, Asia Beijing 

Region, honorable award 
• 1996 Henan Provincial High School Informatics Olympiad, the first prize 
 
Editorial & Committee Member： 
Editorial Board Member: 

• Engineering and Applied Sciences (EAS), 2022.1— 
Program Committee Member: 

• SISET 2022, MLCR 2022, CMBDA 2022 
Invited Reviewer： 

• IEEE CISP-BMEI (Conference on Image and Signal Processing, BioMedical 
Engineering and Informatics) 2022 

• ICCNC 2022, IJCNN (International Joint Conference on Neural Networks) 2022 
Talks & Posters： 
• 2022.6.9, talk “NANOME: A Nextflow pipeline for consensus DNA methylation 

detection by nanopore long-read sequencing” at JAX Computational Community 
Retreat 



• 2022.5.16, poster at Long Read Sequencing Workshop, Farmington, CT 
• 2022.5.9, poster at JAX Scientific Symposium 
• 2022.3.30, invited talk “DNA Methylation-calling Tools for Long Read Nanopore 

Sequencing”, The Annual Meeting of ABRF (Association of Biomolecular Resource 
Facilities), Palm Springs, CA 

• 2022.3.22, talk “Detecting DNA modifications via long-read sequencing” at JAX The 
Board of Scientific Counselors (BSC) Meeting 

• 2021.10.20, talk “Deep learning of lung lesions detection and quantification from CT 
images uncover clinical relevance for COVID-19” at JAX Computational Community 
Retreat 

• 2021.8.29, poster at RECOMB 2021 
• 2021.7.25, poster at ISMB/ECCB 2021 
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